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Abstract

In this paper we demonstrate how we applied information
visualization techniques to process monitoring. Virtual in-
struments are enhanced using history encoding — instru-
ments are capable of displaying current value and the value
from the near past. Multi-instruments are capable of dis-
playing several data sources simultaneously. Levels of de-
tail for virtual instruments are introduced where the screen
area is inversely proportional to the information amount
displayed. Furthermore the monitoring system is enhanced
by using 3D anchoring — attachment of instruments to po-
sitions on a 3D model —, collision avoidance — a physi-
cally based spring model prevents instruments from over-
lapping —, and focus+context rendering — giving the user a
possibility to examine particular instruments in detail with-
out loosing the context information. Two applications were
developed, a prototype application and a commercial pro-
cess monitoring tool.

Keywords: process monitoring, process visualization, in-
formation visualization, levels of detail, focus+context vi-
sualization, virtual instruments.

1. Introduction

Information visualization (InfoViz) has emerged as an im-
portant field of research in the past few years. Process vi-
sualization as one of its sub-fields is directly related, but
nevertheless much older. Processes have been visualized
and monitored using traditional, analog instruments since
the early days of industrialization. Analog instruments were
followed by the use of digital instruments, and finally, com-
puters are increasingly used to visualize and monitor pro-
Cesses.

There are a lot of software tools available, offering a
comfortable and intuitive way for process visualization. Ex-
amples of widely used instrument libraries and tools are
products by Global Majic Software [5] and Quinn-Curtis
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Inc. [9]. A wide-spread monitoring tool also is LabVIEW
System from National Instruments [8]. There are hun-
dreds of instruments available within this software. An-
other offerer in this field is GE Fanuc Automation with the
DataViews system [3] and a large base of virtual instru-
ments as well.

Most of these tools and libraries try to mimic conven-
tional instruments, without taking advantage of well-known
InfoViz methodology. Virtual instruments are much more
flexible than conventional settings with real instruments.
The virtual instruments are easier customized, but essen-
tially they are still just an electronic version of the real in-
struments.

In this paper, we describe how process visualization can
benefit from information visualization. We have improved
features of singular instruments, as well as global moni-
toring features, and finally we developed two applications
which illustrate the methods described in this paper.

Features added to virtual instruments are: history encod-
ing, multi-instruments, and levels of detail (LOD). Includ-
ing history encoding allows to display the current value and
the values from the near past simultaneously. We achieve
this by visually augmenting the common gauge and bar in-
strument. The historic values are displayed using less satu-
rated colors and smaller needles or bars. In this way history
values can be distinguished from the current value on a first
sight, but still give an additional information about sensor
behavior in the near past.

Multi-instruments display more than one data source si-
multaneously, making it easier to compare them. A multi-
gauge, for example, has several needles, each of them in
a different color and length. Values corresponding to the
needles can be easily compared. In fault-tolerant systems
often several sensors measure the same phenomenon. In
this case multi-instruments are well-suited in emphasizing
a malfunctioning sensor.

Levels of detail is an interesting choice in structuring the
concurrent display of many instruments. Various types of
instruments of different sizes are suitable for a LOD ap-



proach. If, e.g., four redundant sensors should be visual-
ized, an instrument which covers a small area and which
displays only the collective state of all sensors (ok/not-ok)
can be considered as the first (and roughest) LOD. The next
level could be an instrument which displays the average
value of all the four sensors. Such an instrument covers
more area on the screen, but gives more information as well.
The following level could be a multi-instrument, displaying
all four values, and finally the highest LOD would be rep-
resented by four single instruments. The highest level oc-
cupies the largest area, giving the most information at the
same time.

Besides augmenting the instruments themselves, the
global monitoring system was improved as well. Global
features added are focus+context rendering [6] and collision
avoidance.

Focus+context (F+C) approaches make a huge informa-
tion space manageable for a user by coarsely representing
the entire information in the available screen space. The
user is enabled to display selected parts (focus) enlarged
but embedded into the surrounding environment (context).
In the example described above, it is possible to choose the
level of detail of an instrument depending on the degree of
interest. The degree of interest can be determined either ex-
plicitly by the user — the user points to the focus —, or it can
be data-driven. Here the degree of interest might increase
whenever a specific event occurs, e.g., a data value leaves
the admissible range.

Increasing the level of detail, increases the required dis-
play area of the instrument, and it potentially occurs that
some of the instruments overlap after a level change. In
order to avoid instrument overlap, a collision avoidance al-
gorithm based on a physically based spring model was im-
plemented.

The above described features will be explained in more
detail using gauge, bar, LED, and numeric instruments. The
bar instrument is an instrument where the length of a solid
bar corresponds to the measured value. 1t’s analog counter-
part is a mercury thermometer, or a tube manometer. The
LED instrument mimics a single LED and can represent two
states in our case. The numeric instrument is an instrument
that displays measured data on a numeric display. Data can
be displayed as a decimal, hexadecimal or binary number.

All of the new features are implemented in two applica-
tions. A placement prototype application [10] and a com-
mercial TTPView 3.0 application [14].

2. New Featuresfor Virtual I nstruments

The idea of using virtual instead of classical instruments is
not new. However, most of the virtual instruments try to
mimic real ones, and offer a faster, more comfortable and
more flexible way of arranging a new set of measuring in-
struments. We improve virtual instruments by adding some
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Figure 1. Solid bar (a), history bar with increas-
ing (b) and decreasing (c) value, two state (d)
and constant value (e) history bar

new features and techniques which are well-known from in-
formation visualization. We not only improve the instru-
ment management but also augment the virtual instruments
as compared to their real counterparts. We made virtual in-
struments capable of displaying the history of data (history
encoding). Our virtual instruments are also able to simulta-
neously display several data values within one instrument,
so that divergences in redundant information are easily rec-
ognizable (multi-instruments). Finally, we introduce a LOD
representation for virtual instruments.

2.1. History Encoding in Virtual Instruments

It is often important not only to read the current value of
a sensor, but also to get a clue what was the value in the
near past. Of course it is possible to use some kind of os-
cilloscope instrument or time chart, but their size is often a
limiting factor. We added history encoding to the bar and
gauge instrument. Such an augmented instrument takes no
more place than a common bar/gauge instrument, but gives
far more information to the user. In the case of the bar in-
strument, history is encoded through horizontal lines on the
left of the numerical scale. Length and saturation of a line
encode the “recentness” of a value, i.e., longer and more



History Gauge
30000

20000

10000 60000

0 70000

Figure 2. History gauge depicting a uniformly in-
creasing value

saturated lines correspond to newer data values. Figure 1(a)
illustrates a bar instrument without history encoding. Just
the current value is depicted, redundantelly through a bul-
let on the numerical scale as well as a solid bar to the left
of the scale. In figures 1(b)-1(e) data history is depicted.
Figure 1(b) and (c) show an over time monotonically in-
creasing, respectively decreasing data value. Figure 1(d)
shows a quantity that is switching between two values and
figure 1(e) shows a quantity that is constant over time. A
simple solid bar instrument would not be able to capture
these vastly different temporal evolutions.

The same idea has been applied to the gauge instrument.
The history needles in the gauge instrument are reduced to
the needle tips in order to make the whole instrument more
clear. Figure 2 illustrates the history gauge instrument for a
uniformly increasing data value.

History encoding also relates to the visualization of gra-
dient information in the data, similar as, for example, often
used in scientific visualization (compare to gradients in vol-
ume visualization, for example). By showing not only the
immediate values, but also a notion of temporal derivatives,
the user gains more information about the sensor data.

2.2. Multi-Instruments

Common practice in fault tolerant systems, e.g., planes, lo-
comotives, modern cars, etc., is to install several sensors
for the same data. Important system decisions must not be
based on a single measurement alone. In a faultless situa-
tion all sensors deliver the same data. If a sensor is out of
order, its measurements should be neglected, and the main-
tainer of the system should get the information that the sen-
sor is not working properly. If a separate instrument is used
for each sensor, it is very hard to see if there are any devia-
tions in the measurements, unless one value is significantly
different from the others.
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In order to make it easier to visualize such cases, we
introduce multi-instruments. The multi-bar and the multi-
gauge instrument, display several distinct data sources si-
multaneously, but using the same scale. The multi-bar in-
strument uses more bars beside each other, and the multi-
gauge instrument uses more needles. The needles have dif-
ferent length, and shorter needles are placed on top of longer
needles, so that the user immediately sees all the values. If
there is a deviation in the values, one (or more) not matching
needle(s) will be easily spotted. Figure 3 illustrates a multi-
bar and a multi-gauge instrument. The user easily notices
that a sensor represented by the yellow bar/needle obviously
malfunctions. The multi-instrument approach has its draw-
backs as well. Although the needles in the multi-gauge in-
strument are color-coded and have different lengths, it is
not so easy to perceive separate needles when they overlap.
Several, single instruments are certainly easier to read but
require much more space.

Multi-instruments can also be used whenever it is nec-
essary to visualize related data which does not have to be
identical. An example is the visualization of a distribution
of a data value using three needles. One needle displays the
average, and other two needles the standard deviation of the
distribution.
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Figure 4. Bullets and actual value displays in the
multi-bar and multi-gauge instruments

In order to make it easier to read the instruments, two
more features are added. First a bullet on the scale indi-
cates the current value. This is especially useful for multi-
instruments where the numerical scale is not next to all
bars/needles. Furthermore, an actual value display is added
as well. An actual value display shows the current value as
decimal number in a numeric display. The position of the
actual value display changes and closely follows the current
data value. The display is positioned using a running aver-
age making it easier to read the numerical value in case of
fast changes or oscillating values. Furthermore, actual value
displays never overlap, which makes them easier to read as
well. Figure 4 shows these two features.

2.3. Levels of Detail

Multi-instruments have not only the advantage of making it
easier to compare related values, but they save screen space
as well. A multi-bar instruments with four bars occupies
a far smaller area than four single bar instruments. This
led us to the next new feature in process visualization, i.e.,
levels of detail. An example is the following. Four sin-
gle bar instruments are the finest level of detail, the multi-
bar instrument representing the same four values is the next
lower level, a numeric instrument which displays the aver-
age value and a LED instrument are further levels of detail.
Figure 5 illustrates the example, and gives the area usage for
each level (highest level = 100%). In this way, it is possi-
ble to use the LED instrument if everything is running OK,
and than automatically switch to a higher level if some data
does not fulfill predefined conditions. There are other pos-
sibilities how the levels can be switched, and some of them
will be described in the following section.

3. F+C Process Visualization

The LOD idea itself leads to a F+C process visualization.
The focus+context approach is a well-known technique in
information visualization. The surrounding environment,
i.e., the context, makes this approach different from sim-
ple zooming-in, where an area is displayed in another scale
but the connection to the environment is lost.

The F+C principle is partially based on the fact that hu-
mans can best perceive a circular area with a limited diame-
ter in the center of their view [2]. The important information
should be placed in this focus, but the information outside
the "most interesting” area, is not unimportant. This periph-
eral area (context) helps us to orient, and brings surrounding
information for the instruments in focus.

According to Kosara et al. [7] the F+C methods can be
divided into three groups. The first, and widest spread group
of F+C methods are distortion-oriented or spatial methods.
The idea is to distort the display to allow a magnification
of interesting areas without losing the context which will
be displayed on a coarser scale. A lot of metaphors relat-
ing this kind of F+C techniques to real world objects have
been introduced like fisheye views [11, 4], stretched rubber
sheets [12], etc.

The second group of methods are dimensional methods,
which are suitable for objects with a lot of data associated
with them. Objects in focus will be displayed using more
dimensions of the data. An example of such a method is the
magic lens [13].

Finally, the last group of F+C methods is called cue
methods. These approaches allow the user to select objects
in terms of their features, and not their spatial relations. An
example is the semantic depth of field approach [7] which
blurs different parts of the scene in dependence of their rel-
evance. In this way the context information is still present,
but the important information is in depicted sharp, and can
be easily recognized by the user.

Our idea is to use the LOD principle introduced in the
previous section for our F+C approach. The degree of in-
terest corresponds to the level of detail of the instrument.
The larger the degree of interest is, the higher level of detail
is used. This can be considered, according to the above in-
troduced categorization as a dimensional F+C method. In-
creasing the level of detail, however, increases the size of an
instrument, and instrument overlapping possibly would oc-
cur. Some kind of rearrangement of the instruments should
be done in this case (assuming there is enough free space
on the screen) which makes our method a spatial method
too. Therefore, our approach represents a combination of a
dimensional and a spatial F+C method.

3.1. 3D Anchoring and Interaction

While process visualization usually is done in 2D, the data
often comes from a 3D environment. Of course it would
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be possible to use 3D visualization with its advantages like
similarity to real-world situations and flexibility which is
offered by the third dimension. On the other hand 3D vi-
sualization has some drawbacks as well. The computing
power needed for 3D visualization is significantly higher
than the computing power needed for 2D, the objects are
often occluded by other objects, and there should be some
navigation mechanism in order to visually access all ob-
jects. The fact that common output devices (monitors) and
input devices (mouse) are actually 2D devices, makes ma-
nipulating and using 2D visualization more intuitive for a
typical user.

Virtual instruments represent real measuring sensors,
that are placed in a 3D environment, and send data to the
system. The user positions instruments on the screen, spec-
ifying the instruments current and desired position (which
can but must not be the same). Since the real sensors ex-
ist in a 3D environment, e.g., a racing car, virtual instru-
ments could be attached to the 3D model of the real envi-
ronment and then mapped to the screen. This attachment
of an instrument to a 3D position of a 3D model is called
anchoring. If data that is going to be visualized comes from
the wheel sensors of a car, the corresponding virtual instru-
ments can be anchored to the wheels on the 3D model. In
this way, the user can immediately recognize which data is
represented by which instrument. The user can for exam-
ple rotate the 3D model, and the assigned instruments will
follow the movement.

The instruments are not simply placed in the 3D world
and then mapped, because they would be easily unreadable

Figure 6. 3D anchoring: virtual instruments fol-
low the 3D model

after applying projection. Instead, after projection the in-
struments are placed at the positions of anchoring points
(projected now). In this way the instruments are always vis-
ible, and easily readable. Figure 6 shows an example of
four instruments assigned to the four wheels of a schematic
car model. The anchored instruments follow changes of the
underlying 3D model.

3.2. Collision Avoidance

In principle, anchored instruments, which follow a 3D
model, often would overlap. It is possible to let the user
solve the overlapping problem by arranging the instruments
himself. It would however be far more comfortable if the
system accomplishes this task.

In this case, it is necessary to develop a collision avoid-
ance system which will prevent the instruments from over-
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Figure 7. Collision avoidance of virtual instru-
ments: (a) start configuration, (b) rearrangement
is going on, and (c) final solution

lapping. The algorithm implemented [10] uses a physically
based spring model [1].

A system of objects and springs is defined, such that
there is a spring between each instrument’s current and its
desired position. The desired position is the projected an-
chor point. The tension of a spring is proportional to the
distance between the instrument’s current and desired posi-
tion. Furthermore, a minimal allowed distance between two
instruments is defined. If two instruments come closer than
the minimal allowed distance, repelling forces are added to
the system. This keeps instruments apart from each other,
and avoids overlap. As soon as the instruments are far
enough from each other the repelling forces are not acting
any more.

In our prototype application the user determines the ini-
tial position by placing instruments and specifying their
ideal positions (anchor points on the 3D model). When
all instruments are placed, the spring model tries to assume
a minimum-tension state by incrementally moving the in-
struments in the spring force directions. The process is re-
peated until a stable state is found, or until a user-defined
time elapses. During the rearrangement, the stiffness of
springs successively increases. This simulates annealing to
avoid oscillations between two stable solutions (instruments
jumping between different positions). The process of auto-
matic placement is illustrated in figure 7.

3.3. Focus+Context Rendering

The LOD principle and automatic instrument placement are
used for focus+context rendering. The idea is to use dif-
ferent levels of detail for different degrees of interest. The
instruments with the highest degree of interest will be rep-
resented using the highest LOD, and the level of detail will
decrease with decreasing degree of interest. After a level
changes it is sometimes necessary to rearrange the instru-
ments. Automatic collision avoidance described in sec-
tion 3.2 is used in such a case. Figure 8 illustrates the
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Figure 8. Changing the degree of interest

change of levels, and rearrangement of the instruments.

An instrument’s degree of interest can be increased either
explicitly or implicitly. By explicitly changing the degree of
interest the user selects the instruments that are more inter-
esting. This can be done in two ways.

One way is to equip the user with a sort of magic
lens [13] which can be coupled to the cursor. In this way
the area around the cursor is considered to have a high de-
gree of interest, and the degree decreases with the distance
from the cursor.

Another way, could be to define a fixed area on the screen
which represents the region with the highest degree of inter-
est. This can be the area around the center of the screen, or
area around the golden cut point, or any other user selected
area. The closer the instrument is to the center of the area,
the higher level of detail is used to represent the instrument.
In this way the user can examine a particular instrument by
bringing it into a predefined screen area.

Implicitly changing the degree of interest is coupled with
predefined, undesired system states. If an unwanted state
occurs, e.g., a value exceeds a predefined range, the instru-
ment’s degree of interest is increased automatically, to no-
tify the user and get his attention.

4. Application and Evaluation

The principles described in this paper are implemented in a
placement prototype [10] and in a commercial application
TTPView 3.0 [14]. The placement prototype realizes fo-
cus+context visualization as well as collision avoidance as
described in section 3. The TTPView 3.0 application is far
more complex. It is a commercial product which is intended
to be used on a daily basis.

TTPView is a high-speed bus monitoring tool for the
TTP system. TTP stands for Time Triggered Protocol,
which represents one of two available technologies in the
field of real-time control systems. One is event-triggered,
and the second one is time-triggered. The TTPView 3.0
is easily connected to the system, and gets all informa-
tion about existing data sources from the system. The data
sources are logically organized in trees, and the user can



Figure 9. A screen shot of TTPView 3.0

easily drag-and-drop wanted items into a view. Each tree
item has a default instrument assigned to it, but the user can
switch to another virtual instrument. All available instru-
ments can be configured by: adding a caption string (de-
scription of data source) and unit string (physical unit of the
data like RPM, MPH,..), adding an instrument background
image, switching the scales and actual value displays on or
off, changing size and color etc. It is easy for the user to
configure the views according to his or her needs. The user
can create several views as well. The views themselves may
have a background image and a user-selected background
color. Figure 9 shows some of these features.

The feature to add an instrument background has turned
out to be very useful. Using cleverly designed background
images, it is often immediately obvious what type of data
the instruments display. The bar instrument in figure 10
shows temperature and the gauge instrument in the same
figure shows revolutions per minute (RPM). Both data types
are obvious from the design of the background image of the
instrument. Note that the instruments in figure 10 are the
same bar and gauge instruments as shown throughout the
paper, but with scales switched off, and instrument back-
ground images added.

TTPView supports the following instruments: bar,
gauge, trace, led, numerical, icon, and text instrument. The
bar, gauge, LED, and numerical instruments were described
in previous sections. Here we just briefly describe the other
instruments.

The trace instrument displays the temporal evolution of
a data value as a polyline in a time vs. data-value plot.

Figure 10. The bar instrument with a thermome-
ter background and the gauge instrument show-
ing RPMs

The trace instrument supports more data sources, which
makes it a multi-trace instrument. It has a separate scale for
each data source (note that multi-bar and multi-gauge in-
struments have only one scale). This can be useful to study
correlations between different sources, e.g., correlation of
speed, RPM, and engine temperature.

The icon and text instruments are designed to visualize
discrete sets of values. An icon or a string is assigned to
individual intervals of the input data. An example could be
to assign traffic-light icons with green, yellow and red light
switched on according to a three state input.

The user can define a range of valid values for all in-
struments. If a value exceeds the admissible range a warn-
ing sign is added to the instrument. A message describing
when the error occurred, and what was wrong is printed on
the screen.

5. Conclusion

This paper presents several novel approaches to process vi-
sualization. We did not only try to mimic real instruments,
but added features to the virtual instruments that can not be
realized using their real counterparts. Furthermore we have
enhanced the whole process visualization system, and we
have implemented two applications.

The new features added to the virtual instruments can be
summarized as:

History encoding, which makes it possible to display the
values from the near past together with the current
value. This allows to see the evolution of the value
without increasing the display size of the instrument.

Multi-instruments are capable of displaying several val-
ues simultaneously. A multi-instrument makes it eas-
ier to compare redundant values, and saves screen



space compared to single instruments which display
the same data.

Thelevels-of-detail approach makes it possible to use in-
struments of different sizes to represent the same data.
Increasing the level of detail will increase the amount
of information shown, but will take up more screen
space.

The advanced features in instruments made it possible to
improve the global monitoring system by applying:

Thefocustcontext principle, which allows the user to
explore particular instruments in more detail (using
higher levels of detail) without loosing the overall con-
text. The method implemented is a combination of a
dimensional and a spatial F+C method. The degree of
interest can be explicitly set by the user, or can be data
driven, increasing the degree if some special, prede-
fined data state occurs.

3D Anchoring was used since our data originates from a
3D environment. Instruments are anchored on the 3D
model, but special attention is taken when instruments
are projected to 2D screen space in order to make them
always visible.

Collision Avoidance was implemented using a physically
based spring model. This was necessary to avoid in-
strument overlapping. Overlapping can be avoided
only if the total instrument area is not larger than the
total screen area.

The methods described in this paper were implemented in
two applications: a placement prototype with F+C visu-
alization and collision avoidance, and TTPView 3.0, as a
commercial application, developed with the TTTech com-
pany [14], which is used on a daily basis.

This paper shows how InfoViz techniques can be applied
to process monitoring and visualization. We did not try only
to mimic the real instruments, but also to enhance them, and
the whole monitoring system, as well. As a result, a sys-
tem offering more information, using not much more screen
space, and giving the user more flexibility is realized.
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